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Abstract: Service recommender systems have been shown as valuable tools for providing appropriate 

recommendations to users. In the last decade, the amount of customers, services and online information has grown 

rapidly, yielding the big data analysis problem for service recommender systems. Consequently, traditional service 

recommender systems often suffer from scalability and inefficiency problems when processing or analysing such 

large-scale data. Moreover, most of existing service recommender systems present the same ratings and rankings 

of services to different users without considering diverse users’ preferences, and therefore fails to meet users 

personalized requirements. In this paper, we propose a Keyword-Aware Service Recommendation method, named 

KASR, to address the above challenges. It aims at presenting a personalized service recommendation list and 

recommending the most appropriate services to the users effectively. Specifically, keywords are used to indicate 

users’ preferences, and a user-based Collaborative Filtering algorithm is adopted to generate appropriate 

recommendations. 
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I.    INTRODUCTION 

In recent years, the amount of data in our world has been increasing explosively, and analyzing large data sets so called 

“Big Data” becomes a key basis of competition underpinning new waves of productivity growth, innovation, and 

consumer surplus [1]. Big data refers to data sets whose size is beyond the ability of current technology, method and 

theory to capture, manage, and process the data within a tolerable elapsed time. Today, Big Data management stands out 

as a challenge for IT companies. The solution to such a challenge is shifting increasingly from providing hardware to 

provisioning more manageable software solutions [2]. Big data also brings new opportunities and critical challenges to 

industry and academia [3], [4]. 

Similar to most big data applications, the big data tendency also poses heavy impacts on service recommender systems. 

With the growing number of alternative services, effectively recommending services that users preferred has become an 

important research issue Service recommender systems have been shown as valuable tools to help users deal with services 

Overload and provide appropriate recommendations to them. Examples of such practical applications include CDs, books, 

web pages and various other products now use recommender systems [5], [6], [7]. Over the last decade, there has been 

much research done both in industry and academia on developing new approaches for service recommender systems [8], 

[9]. 

Service recommender systems have been shown as valuable tools for providing appropriate recommendations to users. In 

the last decade, the amount of customers, services and online information has grown rapidly, yielding the big data analysis 

problem for service recommender systems. Consequently, traditional service recommender systems often suffer from 

scalability and inefficiency problems when processing or analysing such large-scale data. Moreover, most of existing 

service recommender systems present the same ratings and rankings of services to different users without considering 

diverse users preferences, and therefore fails to meet users' personalized requirements. 
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Despite the fact that the above arrangements have gotten some positive results, they are a long way from accomplishing 

the expense efficient huge information preparing due to the accompanying shortcomings. In the first place, information 

territory may bring about a misuse of assets. Case in point, most reckoning asset of a server with less prevalent 

information may stay unmoving. The low asset utility further causes more servers to be initiated and consequently higher 

working cost. 

In this paper, we propose a Keyword-Aware Service Recommendation method, named KASR, to address the above 

challenges. It aims at presenting a personalized service recommendation list and recommending the most appropriate 

services to the users effectively. Specifically, keywords are used to indicate users' preferences, and a user-based 

Collaborative Filtering algorithm is adopted to generate appropriate recommendations. To improve its scalability and 

efficiency in big data environment. Finally, extensive experiments are conducted on real-world data sets, and results 

demonstrate that KASR significantly improves the accuracy and scalability of service recommender systems over existing 

approaches. 

With the success of the Web technology, more and more companies capture large-scale information about their customers, 

providers, and operations. The rapid growth of the number of customers, services and other online information yields 

service recommender systems in “Big Data” environment, which poses critical challenges for service recommender 

systems. Moreover, in most existing service recommender systems, such as hotel reservation systems and restaurant 

guides, the ratings of services and the service recommendation lists presented to users are the same. They have not 

considered users different preferences, without meeting users personalized requirements.Recommender systems 

developed as an independent research area in the mid-1990s when recommendation problems started focusing on rating 

models [10], [11]. According to the definition of recommender system in [12], recommender system can be defined as 

system that produces individualized recommendations as output or has the effect of guiding the user in a personalized way 

to interesting or useful services in a large space of possible options. Current recommendation methods usually can be 

classified into three main categories: content-based, collaborative, and hybrid recommendation approaches [13]. Content-

based approaches recommend services similar to those the user preferred in the past. Collaborative filtering approaches 

recommend services to the user that users with similar tastes preferred in the past. Hybrid approaches combine content-

based and CF methods in several different ways. 

CF algorithm is a classic personalized recommendation algorithm, which is widely used in many commercial 

recommender systems [13]. In CF based systems, users receive recommendations based on people who have similar tastes 

and preferences, which can be further classified into item-based CF and user-based CF. In item-based systems, the 

predicted rating depends on the ratings of other similar items by the same user. While in user-based systems, the 

prediction of the rating of an item for a user depends upon the ratings of the same item rated by similar users. And in this 

work, we will take advantage of a user based CF algorithm to deal with our problem. 

II.   RELATED WORK 

There have been many recommender systems developed in both academia and industry. In [33], the authors propose a 

Bayesian-inference-based recommendation system for online social networks. They show that the proposed Bayesian-

inference-based recommendation is better than the existing trust-based recommendations and is comparable to 

Collaborative Filtering recommendation. In [13], Adomavicius and Tuzhilin give an overview of the field of 

recommender systems and describe the current generation of recommendation methods. They also describe various 

limitations of current service recommendation methods, and discuss possible extensions that can improve 

recommendation capabilities and make recommender systems applicable to an even broader range of applications. Most 

existing service recommender systems are only based on a single numerical rating to represent a service’s utility as a 

whole [34]. In fact, evaluating a service through multiple criteria and taking into account of user feedback can help to 

make more effective recommendations for the users. 

With the development of cloud computing software tools such as Apache Hadoop, Map-Reduce, and Mahout, it becomes 

possible to design and implement scalable recommender systems in “Big Data” environment. The authors of [35] 

implement a CF algorithm on Hadoop. They solve the scalability problem by dividing data set. But their method doesn’t 

have favourable scalability and efficiency if the amount of data grows. [36] presents a parallel user profiling approach 

based on folksonomy information and implements a scalable recommender system by using Map-Reduce and Cascading 
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techniques. Jin et al. [37] propose a large-scale video recommendation system based on an item-based CF algorithm. They 

implement their proposed approach in Qizmt, which is a .Net Map-Reduce framework, thus their system can work for 

large-scale video sites. in the information position strategy to support vitality productivity in server farms and propose a 

booking calculation.  

Generally speaking, comparing with existing methods, KASR utilizes reviews of previous users to get both of user 

preferences and the quality of multiple criteria of candidate services, which makes recommendations more accurate. 

Moreover, KASR on MapReduce has favourable scalability and efficiency. 

III.   PROPOSED SYSTEM 

In this paper, we propose a keyword-aware service recommendation method, named KASR. In this method, keywords are 

used to indicate both of users preferences and the quality of candidate services. A user-based CF algorithm is adopted to 

generate appropriate recommendations. KASR aims at calculating a personalized rating of each candidate service for a 

user, and then presenting a personalized service recommendation list and recommending the most appropriate services to 

him/her. 

IV.   SYSTEM MODEL 

The main steps of KASR are depicted in Fig. 1, which are described in detail as follows: 

 

Fig 1: KASR’S MAIN STEPS 

(1) Capture user preferences by a keyword-aware approach: In this step, the preferences of active users and previous 

users are formalized into their corresponding preference keyword sets respectively. In this paper, an active user refers to a 

current user needs recommendation. 

(2) Similarity computation: The second step is to identify the reviews of previous users who have similar tastes to an 

active user by finding neighbourhoods of the active user based on the similarity of their preferences. Before similarity 

computation, the reviews unrelated to the active user’s preferences will be filtered out by the intersection concept in set 

theory. If the intersection of the preference keyword sets of the active user and a previous user is an empty set, then the 

preference keyword set of the previous user will be filtered out. 

Two similarity computation methods are introduced in our recommendation method: an approximate similarity 

computation method and an exact similarity computation method. The approximate similarity computation method is for 

the case that the weights of the keywords in the preference keyword set are unavailable, while the exact similarity 

computation method is for the case that the weight of the keywords are available. 
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(a) Approximate similarity computation. A frequently used method for comparing the similarity and diversity of sample 

sets, Jaccard coefficient, is applied in the approximate similarity computation. 

Jaccard coefficient is measurement of asymmetric information on binary (and non-binary) variables, and it is useful when 

negative values give no information. The similarity between the preferences of the active user and a previous user based 

on Jaccard coefficient is described as follows: 

 

Where APK is the preference keyword set of the active user, PPK is the preference keyword set of a previous user. And 

the weight of the keywords is not considered in this approach. 

Algorithm 1, SIM-ASC, illustrates the functionality of the approximate similarity computation method. 

 

(b) Exact similarity computation. A cosine-based approach is applied in the exact similarity computation, which is similar 

to the vector space model (VSM) in information retrieval [24], [25]. 

Then the similarity based on the cosine-based approach is defined as follows: 

 

(3) Calculate personalized ratings and generate recommendations. Based on the similarity of the active user and previous 

users, further filtering will be conducted. Given a threshold ɗ, if sim(APK,PPKj)< ɗ, the preference keyword set of a 

previous user PPKj will be filtered out, otherwise PPKj will be retained. The thresholds given in two similarity 

computation methods are different, which are both empirical values. 

Once the set of most similar users are found, the personalized ratings of each candidate service for the active user can be 

calculated. Finally, a personalized service recommendation list will be presented to the user and the service(s) with the 

highest rating(s) will be recommended to him/her. 

Algorithm 2, SIM-ESC, illustrates the functionality of the exact similarity computation method. 
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Algorithm 3 illustrates the basic algorithm of KASR. The input contains the preference keyword set of the active user 

APK, the candidate services WS = {ws1,ws2,....,wsN}, the threshold ɗ in the filtering phase, and the number K. In line 2, R 

is used to store the remaining preference keyword sets of previous users, and sum is to record the number of the 

remaining preference keyword sets of previous users. Line 3 to line 8 is used to process each review of the previous users 

into the corresponding preference keyword sets, and then do a simple filtering to filter out the reviews unrelated with the 

active user’s preferences. Line 9 to line 15 are to calculate the similarity of APK and PPKj, and then filter out the 

keyword set PPKj whose similarity with APK is less than the threshold ɗ. In this paper, there are two methods to calculate 

the similarity: approximate similarity computation (see Algorithm 1) and exact similarity computation (see Algorithm 2). 

Line 16 to line 18 is to calculate the personalized ratings of the candidate services for the active user. Finally, line 19 and 

line 20 is to sort the candidate services according to the personalized ratings and recommend the services with the Top-K 

highest ratings to the active user. 

For convenience, KASR with the approximate and exact similarity computation methods are denoted as KASR-ASC and 

KASR-ESC, respectively. Suppose there are N candidate services and each service with R reviews on average. Moreover, 

suppose that there are n keywords in the keyword- candidate list. Then, the time complexity of KASR-ASC and KASR-

ESC are O (NR) and O(NRn), respectively. 
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V.   EXPERIMENTAL EVALUATION AND RESULT 

In this section, experiments are designed and analysed to evaluate the accuracy and scalability of KASR. To evaluate the 

performance of KASR in accuracy, we compare KASR with other two well-known recommendation methods: user-based 

algorithm using Pearson Correlation Coefficient (PCC) and item-based algorithm using PCC, which are called as UPCC 

[13] and IPCC [28] respectively. Three metrics are used to evaluate the accuracy: mean absolute error (MAE) [29], mean 

average precision (MAP) [30] and discounted cumulative gain (DCG) [31]. As to the scalability, a well-accepted 

scalability metric, Speedup [32], is adopted to measure the performance in the scalability of KASR. 

Two groups of experiments are conducted to evaluate the accuracy and scalability of KASR. In the first one, we compare 

KASR with UPCC and IPCC in MAE, MAP and DCG to evaluate the accuracy of KASR. The other is to explore the 

scalability of KASR. 

5.1 Accuracy Evaluation: 

(1) Comparison of UPCC, IPCC, KASR-ASC and KASR-ESC in MAE. MAE is a statistical accuracy metric often used 

in CF methods to measure the prediction quality. And the normalized mean absolute error (NMAE) metric is also used to 

measure the prediction accuracy. The lower the MAE or NMAE presents the more accurate predictions. 

 

Fig 2: Comparison of UPCC, IPCC, KASR-ASC and KASR-ESC in MAE 

Fig. 2 shows the MAE and NMAE values of UPCC, IPCC, KASR-ASC and KASR-ESC. It could be found that the MAE 

and NMAE values of KASR-ASC and KASR ESC are much lower than UPCC and IPCC (e.g., the MAE and NMAE 

values of KASR-ASC are respectively 30.02% ((0.6792–0.4753) / 0.6792 ¼ 30.02%) and 35.73% lower than UPCC. And 

the MAE and NMAE values of KASR-ESC are respectively 23.28 and 22.87 percent lower than IPCC). Thus our methods 

KASR-ASC and KASRESC can provide more accurate predictions than traditional methods UPCC and IPCC. 

2) Comparison of UPCC, IPCC, KASR-ASC and KASR-ESC in MAP and DCG. In most service recommender systems, 

users tend to be recommended the top services of the returned result list. The services in higher position, especially the 

first position, should be more satisfying than the services in lower position of the returned result list. To evaluate the 

quality of Top-K service recommendation list, MAP and DCG are used as performance evaluation metrics. And the 

higher MAP or DCG presents the higher quality of the predicted service recommendation list. More tasks and their 

corresponding data chunks can be placed in the same data center, or even in the same server. Further increasing the 

number of servers will not affect the distributions of tasks or data chunks any more. 
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Fig 3: Comparison of UPCC, IPCC, KASR-ASC and KASR-ESC in the MAP values of Top-K (K ¼ 3, 5, 7) recommendation 

list.  (a) Shows the comparison of UPCC, KASR-ASC and KASR-ESC in MAP. (b) Shows the comparison of IPCC, KASR-ASC 

and KASR-ESC in MAP 

 

Fig 4: Comparison of UPCC, IPCC, KASR-ASC and KASR-ESC in the DCG values of Top-K (K ¼ 3, 5, 7) recommendation 

list. (a) Shows the comparison of UPCC, KASR-ASC and KASR-ESC in DCG. (b) Shows the comparison of IPCC, KASR-ASC 

and KASR-ESC in DCG. 

Figs. 3 and 4 respectively show the MAP values and DCG values of Top-K (K ¼ 3, 5, 7) recommendation list of UPCC, 

IPCC, KASR-ASC and KASR-ESC. From Figs. 6 and 7, we can see that the MAP values and DCG values of KASR-ASC 

and KASR-ESC are comparatively higher than UPCC and IPCC. It also could be found that the MAP values decrease 

when K increases, while the DCG values increase when K increases. 

5.2 Scalability Evaluation: 

A well-accepted scalability metric, Speedup [33], is adopted to measure the performance in the scalability of KASR. 

Speedup refers to how much a parallel algorithm is faster than a corresponding sequential algorithm, which can be defined 

as follows:  

SP = T1/TP 

Where p is the number of processors, T1 is the sequential execution time, Tp is the parallel execution time with p 

processors. If the speedup has a linear relation with the numbers of nodes with the data size fixed, the algorithm will have 

good scalability. 
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Fig 5: Speedup of KASR 

To verify the scalability of KASR, experiment is conducted respectively in a cluster of nodes ranging from 1 to 8. There 

are four synthetic data sets used in the experiments (128M, 256M, 512M and 1 G data size). Fig. 3 shows the speedup of 

KASR (Here, KASR-ESC method is adopted in the scalability experiment). From Fig. 5, we can see that the speedup of 

KASR increases relative linearly with the growth of the number of nodes. Meanwhile, larger data set obtained a better 

speedup. When the data size is 1 G and the number of nodes is 8, the speedup value reaches 6.412, which is 80.15 percent 

(6.412/8 ¼ 80.15%) of the ideal speedup. 

VI.   CONCLUSION AND FUTURE WORK 

In this paper, we have proposed a keyword-aware service recommendation method, named KASR. In KASR, keywords 

are used to indicate users’ preferences, and a user based Collaborative Filtering algorithm is adopted to generate 

appropriate recommendations. More specifically, a keyword- candidate list and domain thesaurus are provided to help 

obtain users preferences. The active user gives his/her preferences by selecting the keywords from the keyword candidate 

list, and the preferences of the previous users can be extracted from their reviews for services according to the keyword-

candidate list and domain thesaurus. Our method aims at presenting a personalized service recommendation list and 

recommending the most appropriate service(s) to the users. 

In our future work, we will do further research in how to deal with the case where term appears in different categories of a 

domain thesaurus from context and how to distinguish the positive and negative preferences of the users from their 

reviews to make the predictions more accurate. 
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